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Infobright DB
Architecture Overview

In recent years there has been explosive growth
of data from not only Internet activity, but other
machine-generated data sources such as
computer, network and security logs, sensor
data, call detail records, financial trading data,
ATM transactions and more.

Ignite’s Infobright analytic database platform is a
high performance solution for storing and
analyzing large volumes of machine-generated
data at lower cost and significantly less
administrative effort than other database
solutions. This paper describes how the
Infobright database is architected and the
benefits it delivers to enterprises, ISVs and
technology providers.
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1. Introduction

An increasingly carected world driven by Business intelligence (BI) is no longer the sole province of financial analysts
and market researchers. Instead, individual lheédbusiness and departments that once settled for periodic summary
reports now require instant and c&tYA T SR | 00Saa (2 odzaAySaa REGID 't a |
integrating analytic software and processes throughout virtually every operational organization. These enterprises are
also demanding that their technology solution providers grege ad hoc reporting and analysis features within the
applications and services they deliver.

Accompanying the need for eslemand analytics is a significant rise in the growth rate of stored data. The analyst firm
Aberdeen points out that storage requiments for Bl data now exceed an average annual growth rate of 56 percent year
over year and shows no signs of stopping. One data category in particular has emerged as a source of both significant
business value and a highd¢nan-average growth: machingenerated data.

2. Machine-Generated Data

Unlike other types of business data, machigenerated data is not constrained by factors such as the number of
subscribers or human activity. Instead,

1 Produced by computers, sens@sd
embedded devices

9 Typicallythe result of monitoringunctions Machin%-aGt:nerated

or observation

Rarely updated once stored in thiatabase B

Retained for long periods of tinfer Storage

regulatory or governancesasons.

= =

Human-Generated
Data
Sources of machingenerated data include Web
logs, computer and network events, sensasd
RFIBenabled devices, telecom call detail record:
and automated financial trades. But the mos
distinguishingaspect of machingenerated data is
the volume produced by automated systems. Commenting on this treatbd database analyst and consultaBtrt

a2yl ak KFa ¢NXi(duGSygendrdted dalamachingd 3y SNIKDSR yREGF At INRSG |
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Time

This growth reflects the increasing digitization of virtually every aspect of our lives. Yet, it presents entepdses
technolagy providers with extraordinary technical and business challenges as well as unprecedeptetlinities for
insight and competitive advantage.

With the growing availability of business datand machinegenerated data in particular and the advent ofnternet of
Things applications, leading enterprises are seizing the opportunity to improve degiakingand organizational agility.
These needs have given rise to a new operational environment characterized by:

1 Users from multiple organizations accessing #ame data in different ways

1 Dynamic and iterative approaches to data mining, resulting in complexaadqueries
1 The need to have newdyaptured data available for analysis in near r&iate

91 Query results returned in seconds or minutes rather thanrsar days

While internal application developers and Bl software vendors are alrdagioying selservice capabilitiesnany IT
organizations remain burdened with growing complexity, costs and time constraints associateédenithderlying data
managemat system.
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3. Rows vs Columns

Many IT organizations and technology solution providers rely on traditional relational databases for themdsttause,
data mart or analytic repository. The problem is that those databases were designidrfeactional apptations, not
analytics against large data volumes. As a result, many companies find tinat aaume of data grows, those systems
cannot meet the performance requirements from users. In additivaditional database technology requires a high
degree ofeffort (such as creating and maintaining indexaeating cubes or projections, or partitioning data) and is costly
to license and maintain.

These issues have resulted in the emergence of many new technologies in recent years to address aliffiéyintise
cases.

Infobright DBis a columnar database, designed

for KA 3K LJS NJF 2 NI | y‘ é é I y‘ I Employee_ID Job Dept City

the difference between a roveriented i Shipping Operations Toronto
database lik@®racle, SQL Server, PostgreSQLQL 2 Recelving Operations Toronto
or MySQL versus columnar database. 2 Accounting Finance Boston
Roworiented databasesstore all values of a Data Stored in Rows Data Stored in Columns

data record as one entity. An alternative 1 Shipping Toronto
approach isto store record data in columns. 2 | Recaving | operations | Toronto 2 Receiving
This figureillustrates the difference between
row andcolumnar orientations using employee

data asan example.

Toronto

Boston

3 Accounting Finance Boston 3 Accounting

When data records are stored as rewan application must read each record in its entirety simply to accegsyke
attribute, such as the Department in which employees work. When stored as columns, the datetusies only those
values associated with the Department attribute. In analdpplications, this approacsignificantly reduces 1/0 and
lowers query response time, particularly in situations where record sizesasge and users create complex ad hoc
queries.

To overcome the limitations associated with rin&sed architectures, I'drganizations have turned to a variety of
solutions such as:

1 Optimizing databases for specific queries using indexes, cubes and projections

9 Upgrading to faster hardware and MPP (Massively Parallel Processing) configurations

1 Using offline ETL (Extract, fisdlorm, Load) processes to reduce and consolidate operational data for future
analysis.

However, in an enterprise where refiine analytics and seBervice Bl are critical, these solutions contribute significantly
to several operational limitations:

Impediments to business agilityOrganizations often must wait for DBAs to create indexes or other tuning structures,
thereby delaying access to data. In addition, indexes significantly slowaatang operations an increase the size of the
database, somtimes by a factor of 2x.

Loss of data and time fidelitylT generally performs ETL operations in batch mode duringbnsmess hours. Such
transformations delay access to data and often result in mismatches between operational and analytic databases.

Limited ad hoc capabilityResponse times for ad hoc queries increase as the volume of data grows. Unanticipated queries
(where DBAs have not tuned the database in advance) can result in unacceptable response times, and may even fail to
complete.

Unnecessargxpenditures Attempts to improve performance using hardware acceleration and database tuning schemes
raise the capital costs of equipment and the operational costs of database administration. Further, the added complexity
of managing a large database ditseoperational budgets away from more urgent IT projects.
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Since they access only the data values required to resolve individual queries, columnar databases are becoming the
preferred choice for analytic applications. Compared to-avented databases, #y offer benefits of higher flexibility,
performance and data accessibility.

4. The Infobright DB Advantage

Although faster than rowbased architectures for analytics, many columnar implementations do lose their performance
advantage in the face of growin@th volumes. This limitation is generally due to the increasing number of 1/0 operations
required to resolve queries as database size increases. Compounding the problem I the high number of data records that
are read and discarded because they do not nteetquery parameters.

To compensate, some columnar database vendors offer traditional;stgl® tuning schemes such as indices or
projections. In addition, a number of solutions rely on data partitioning or complex hardware configurations, which
require IT organizations to upgrade or add servers as data volumes increase. Such approaches fail to address the
operational limitations and need for ad hoc analytics identified above, making them ineffective for nedimreal
environments with high volumes of maioe-generated data.

Infobright DBis specifically designed to achieve high performance for large volumes of maydneeated data used in
complex and ad hoc analytic environments, without the database administration other products require. Unlike row
oriented databases or other columnar architecturésfobright DBcombines semantic intelligence with advanced
compression technology to speed queries and reduce hardware footdnfabright DBis a costeffective solution
designed to ensure edemand perfemance without database tuning and administration, while minimizing the amount
of required storage and server capacity, even as data volumes grow.

Infobright DBcombines a colurmiorientation with intelligent technology that simplifies administration, elaties the
need to tune for performance, and reduces total costs. Here is a quick overview of how it works:

Creates information
(metadata) about the
data automatically upon
load

» Stores in the Knowledge Grid (KG)
- KG is loaded into memory
« Less than 1% of compressed data size

Uses the metadata when
processing a query to

» The less data that needs to be accessed, the
faster the response

eliminate/reduce need to Sub-second responses when answered by the KG

access data

+ No need to partition, create/maintain indices,
projections or tune for performance
Ad hoc queries run as fast as static queries giving
users flexibility

Architecture Benefits
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5. Performance

How doednfobright DBLISNF 2 NY K [ SiéiQa t221 G 2yS
example from a migized telecom company. The
chart compares the results of their testing using
Oracle andnfobright DB The database contained
771MM rows of call detail records (CDRs). The 350 1

performance difference is cleainfobright DE2 a 300 1

Knowledge Grid and Granular Engine returned

many of the results without accessing the actual 250 -

CDR data. Thenfobright DB solution reduces

overall 1/0 by placing intelligence in the software 200 1 m Infobright
and not relying on static tuning, hardware 150 - ® Oracle

acceleratiom or complex MPP configurations.

In addition to raw execution performance,

Infobright DBoffers several technical benefits to 50 1
enterprise end users, IT organizations, DBAs and
application developers. Further, its small footprint Query 1 Query 2 Query 3
and low administration requirements make it ideal

as an embedded database for ISV and SaaS

solutions within data irgnsive applications such as

network management, telecom CDR analysis, or log

analytics.

CDMA GPRS UTRANS LTE

18 ¥ 18 e
O et B I8 wsourcevae
& at &t &

CDR Storel
(CDRs) . A
BASE e T g The diagram to thdeft represents a large scalafobright DB
el e z'fura"éﬁéﬁ%?aelmm environment. Load speed for this usexceeded 2TB / hour
and some key In . . . .
L L from bass table into a single table and théatabase size petatabase instance
rangesfrom 10¢ 40TBs of data. The total applicatiavill be
rketi lytics . ~
FEEEE “ SR Applications storing between 700TBM ®y t Infébéght DY
Assurance
N
Regn: | Regonz Tegann | SAcgumastores

— i — (representing one
E E E week of data)
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6. Infobright DB Architecture

[ G048 SEIFYAYS GKS YHrfogrightbRBircReyt8e/ (14 6AGKAY (KS

Data packs and deep data Infobright DB& MySQL

compressionoffer a unique — == 5= -
approach to data organization.  FZEsciieaaads  BUEUAGMAe] [T e A y*;
As Qa.ta is Ioad_ed intimfobright < <7 <

DB it is stored in Data Packs, CONNECTORS: Native C API, JDBC, ODBC, .NET, PHP, Python, Perl, Ruby, VB

fixed-sized segments of 65,536

. CONNECTION POOL: Authentication, Thread Reuse, Connection Limits, Check Memory, Caches
values within each column.

Infobright DBcompresses &ch Manegament IB Core
Data Pack individually using the T
optimal compression algorithm L Perser
for that data, resulting in very
deep data compression, typically

Optimizer ColumnOptimizer IB Loader

Knowledge Grid

20:1 to 40:1. MylSAM
:55'2:: DataPackNode Wi | DataPackNode Ngf || DataPackNode Wi || DataPack Node gl
A H - Permission
The KnOWIedge Grl(t anin :Eae‘::itiuns Compressor / Decompressor

memory structure that
automatically creates and stores
information about the dataipon
load and when queries are executed. It is used to deliver fast query performance without DBA effort.

The Granular Computing Engimeocesses queries using the Knowledge Grid information to optimize query processing.
The goal is to eliminate or sigicéntly reduce the amount of data that needs to be decompressed and accessed to answer
a query.Infobright DBcan often answer queries referencing only the Knowledge Grid information, (without having to
read the data), which results in siecond query rggonse for those queries.

High-speed loading optiongor Infobright DBthat make incoming machinrgenerated data available to users for near
reaktime analysisinfobright DBincludes an integrated loader. Also available is an-audgroduct forinfobright DB the
Distributed Load Processor (DLP), that scales load speed linearly using remote servers. DLP also includes a connector fo
Hadoop to simplify the process of extradidata from HDFS and loading it imtdobright DB

Infobright DB& PostgreSQL

ColumnOptimizer extends the
Knowledge Grid intelligence by adding

FOSTMASIER — information  about a particular data

Data Processor Hadoop Connector X p R .
i!i - - domairt such as web, financial services
> _o .
m s or telecom data which the Granular
D— Engine uses to optimizeurther for

machinegenerated data. Information
about online data types such as emalil
- - addresses, URLs and IP addresses are pre
IB Core Optimizer ColumnOptimizer IB Loader i |
T T deflned, and users can also eaS||y add

IB Adaptor

their own domain intelligence to meet
o
their unique needs.
Knowledge Grid / Data Grid
@ Node Hode Hode Rough Queryis a unique feature fo
DataPackNode Wi | DataPackNode Nyl ] DataPackNode Wyl | DataPack Node Nyl [§ DataPackNode Wy J| DataPack Node InfObrIght DBthat can Speed Up query

. response time by a factor of 20 or more
ompressor . . . i i
DaaPack G || DmaPack g Dstarack g Databack g | Datapack DataPack for investigative analytics against a large

volume of data.

Rather than execute a loAminning query to find a specific answer (which could even return a null response), Rough
Query enables user to narrow down the results in an iterative manner, with-sabond response time, before the full

query is run. In combinatioripfobright DBR2&4 @SNE KAIK NI GS 2F RFEGlF O2YLINBaaiz
companies to storéar more data history, yet drill down into the data in a fraction of the time of other databases.
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Approximate Querytakes the notion of Rough Query a step further by evaluating more data; it does not rely on the
knowledge grid alone but actually opensaargpled set of data packs. Whereas Rough Query provides an interval to allow
for data exploration, Approximate Query provides a response that is in the same form as a normal query. Approximate
Query can return results many times faster than are a usefulfacexploring very large data sets.

7. Why Infobright DB?

Infobright DB How We Do It Benefits & Proof Points

Advantage

Store highly compressed data in columns. Sample query results from customer tests:

Create Knowledge Grid information during load
and query operations. Infobright DB 46 seconds
Oracle: 5 min 55 sec
Infobright DB 10 seconds
SQL Server: 11 minutes

Query Performance
Eliminateor reduce the need to access data by
resolving queries using the Knowledge Grid

information.
Because there are no indexes, load speed Load speed varies depending on the loader optio
remains constant even as the size of the databq used. It may rage from:
grows. Multiple loader optlons_ provide the A 50GB per hour using the MySQL loader

Load Rrformance fealltures and load speed required for large datal A go.150GB per hour using tHafobright DB
volumes.

loader
A 2TB per hour and more using the Distributed
Load Processor (DLP)

Many traditional databases require days or weekg
of work configuring the database, creating indices
partitioning data, or creating cubes or projections.

Installs in minutes and requires no configuratior

Rapid Installation no index creation and nechema setup.

Infobright DBensures new data records are

immediately avdable for complex, ad hoc Ly 2ysS 2% UKS g.z N‘I RQa
. S data was loaded at a rate exceedingillions
gueries by combining:

Near Reatime Data . . records per hour.
A High load speeds with DLP

Access A .
A Constant load speed over time
A No need for DBA effort to tune for faster
query response.
Support for: Works with major Bl and ETL tools freendors
A Solaris, Linux and Windows such as Actuate/BIRT, Jaspersoft, Pentaho, Taler
Migration and A ANSI SQL and MySQL MicroStrategy, Cognos, Informatica, Business
Compatibility A Broad range of languages and drivers includ| OPiects, and others.
Java, C/C++, Ruby, Perl, 4th Broad support of languages and interfaces using
AD[ Q&% h5./ | yR W5. / & standard MySQL drivers.
. Uses intelligence in the ftvare instead of Infobright DBhas been tested to 150TB of data in
Lower Cost: : . . .
relying on bruteforce CPU power or complex single server environmenmfobright DBsupports
Fewer Servers . . L . - i h
MPP configurations. replication for high availability configurations.
) . . A telecom provider reduced storage requirements
Lower Cost: Compre;ses data at an average ratio of 20:1 ar from 1.3TB using Oracle to 123GB usirfgbright
LessStorage up to 40:1. DR
Lower Cost: No indexing, data partitioning, data duplication, Compare this to what you do today.

databasetuning or aggregate tables to manage

Administration means 90 percent less effort.
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8.

Infobright DB Technology Detalils

Infobright DR2& F NOKA iSOG dzNE O2YoAySa I O2fdzyylINJ RIGFrolasS |yR
anaptics. The following is an overview of the architecture and a description of the data loading and compression
technology.

Data Organization and the Knowledge Grid

The Infobright database resolves complex analytic queries without the need for traditional indexes, data partitioning,
projections, manual tuning or specific schemas. Instead, the Knowledge Grid architecture automatically creates and stores
the information needed to quidy resolve these querietfobright DBorganizes the data into 2 layers: the compressed

data itself that is stored in segments called Data Packs, and information about the data which comprises the components
of the Knowledge Grid. For each query, tldobright DBGranular Computing Engine uses the information in the
Knowledge Grid to determine which Data Packs are relevant to the query before decompressing any data.

Data Packs and Compression

The data within each column is stored in 65,536 item grouptadjed Data Packs. The use of Data Packs improves data
compression as the optimal compression algorithm is applied based on the data contents. An average compression ratio
of 10:1 is achieved after loading data intdfobright DB For example 10TB of rashata can be stored in about 1TB of
space, including the 1% overhead associated with creating the Data Pack

Nodes and the Knowledge Grid

The compression algorithms for each column are selected based on the data type, and are applied iteratively to each Data
Pack until maximum compression for that Data Pack has been achieved. Within a column the compression ratio may differ
between Data Packs depending on how repetitive the data is. Some customers have reported an overall compression
ratio as high as 40:1.

Daa Pack Nodes (DPNSs)

Data Pack Nodes contain information
about the contents of each data pack.
It includes a set of statistics and
aggregate values of the data from each
Data Pack: MIN, MAX, SUM, AVG,
COUNT, and No.foNULLs. There is a
1.1 relationshipbetween Data Packs
and the DPNs that are created
automatically during load. The
Granular Engine then has permanent
summary information available about
all of the data in the database that will
later be used to flag relevant Data
Packs when resolving quesieln the
case of traditional databases, query resolution is aided by indices that are created for a subset of columns only.

Knowledge Nodes (KNs)

This is an additional set of metadata that is more introspective of the data within the Data Packs, dgsariges of
numeric value occurrences and character positions, as well as column relationships betweBadatar he introspective
KNs are created at load time, and the KNs relating the columns to each othereated dynamically in response to
queriesinvolving JOINs in order to optimize performance.

The DPNs and KNs together form the Knowledge Grid. Unlike the indexes required for traditional da@2Paseand
KNs are not manually created, and require no ongoing care and maintenance. Insteadretltegaded and managed
automatically by the system. In essence, the Knowledge Grid provides a high levelf igventire content of the
database with a minimal overhead of approximately 1% of the original dataofByast, classic indexes may represen
as much as 20% to 100% of the size of the original data.)
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